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Abstract
In this paper, we aim to develop a novel mechanism to preserve differential privacy
(DP) in lifelong learning (L2M) for deep neural networks. Our key idea is to
employ functional perturbation approaches in an original algorithm to preserve DP
in both learning new tasks and memorizing acquired tasks in the past. Theoreti-
cal analysis shows that our mechanism significantly tighten the privacy loss, by
avoiding the privacy budget accumulated in the continual learning and memorizing
processes. Thorough evaluations show the effectiveness of our mechanism in
preserving DP in L2M. Our study opens a new research avenue by uncovering the
trade-off among privacy loss, model utility, and computational efficiency in L2M.

1 Introduction
Lifelong learning (L2M) is crucial for machine learning to acquire new skills quickly through the
continual learning, pushing machine learning toward to a more human learning in reality. In this
setting, a deep neural network (DNN) is trained with a stream of different tasks given streaming data.
The DNN can quickly learn a new task, if the training algorithm can leverage the acquired knowledge
after learning previous tasks. As in [1], to be practical, the model needs to be constrained in terms of
amount of compute and memory required, as the goal is to quickly learn from a stream of data. As a
result, it is quite challenging to train a L2M model with a high utility.

In addition to these challenges, L2M models are also vulnerable to adversarial model attacks, such
as privacy model attacks [2–6], when the DNNs are trained on personal and highly sensitive data,
such as clinical records [7–10], user profiles [11, 12], and bio-medical images [13, 14]. However,
there is still a lack of scientific study to provide privacy protection to the private training data in L2M
algorithms. To address this problem, we propose to preserve differential privacy (DP) [15], a rigorous
cryptography-based formulation of privacy in probabilistic terms, in L2M.

However, this is a non-trivial task. In the continual learning, L2M models keep reading new coming
data; while, in the memorizing process, the models randomly access a set of seen data samples stored
in an episodic memory from the previous tasks. Compared with single trained models: (1) This
continual learning and memorizing processes potentially cause a significant large privacy budget
consumption, since the privacy budget can be accumulated in both learning and memorizing across
tasks; and (2) Existing approaches [16–22] have not been developed to protect the training data in
L2M. Thus preserving DP in L2M remains a largely open challenge.

Our Contributions. Motivated by this open problem, we propose to develop a novel differentially
private lifelong learning (DPL2M) mechanism to preserve DP in L2M. In our mechanism, we
incorporate the DP-preserving objective function (DPAL) [23] into the Average Gradient Episodic
Memory (A-gem) [1] algorithm in a new approach, called DPL2M, to preserve DP in L2M. DPAL
and A-gem are among state-of-the-art DP-preserving and L2M algorithms.
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First, our episodic memory is a set of fixed batches, called episodic memory batches, each of which
is a batch created from the learning process in each task. Note that, for each task, there is only one
episodic memory batch used to memorize that task. Second, we apply the DPAL mechanism to
perturb the objective functions in our DNNs. Finally, at each training step, the A-gem algorithm is
applied to optimize the perturbed objective functions, given: 1) A batch of unseen data samples in the
current task (for the continual learning); and 2) A number of randomly selected episodic memory
batches (for the memorizing process). By doing this, batches are considered disjoint datasets in our
algorithm. As a result, by applying the parallel composition property in DP [15], (a) we can avoid the
privacy budget accumulation in both learning and memorizing processes across training steps, and
(b) there is no extra privacy budget needed in the memorizing process, by avoiding the randomness
leakage in the episodic memory batches.

To our knowledge, our mechanism establishes the first connection between DP preservation and
lifelong learning. Such a mechanism will greatly extend the applicability of machine learning.
Preliminary experiments conducted on permuted MNIST and permuted CIFAR-10 datasets [24] show
promising results in preserving DP in L2M. In addition, we also explore the trade-off among privacy
loss, model utility, and the amount of compute required to train a DPL2M model.

2 Background and Problem Definition
In this section, we revisit A-gem, DP, DPAL, and introduce our problem definition. In lifelong
learning, we want to learn the sequence of tasks T = {t1, . . . , tM} one by one, such that the learning
of each new task will not forget the models learned for the previous tasks. Let Dτ is the dataset
of the τ -th task. Each tuple contains data x ∈ [−1, 1]d and a ground-truth label y ∈ ZK , with
K categorical outcomes. Each y is a one-hot vector of K categories y = {y1, . . . , yK}. A single
true class label yx ∈ y given x ∈ Dτ is assigned to only one of the K categories. On input x and
parameters θ, a model outputs class scores f : Rd → RK that maps inputs x to a vector of scores
f(x) = {f1(x), . . . , fK(x)} s.t. ∀k ∈ [1,K] : fk(x) ∈ [0, 1] and

∑K
k=1 fk(x) = 1. The class with

the highest score is selected as the predicted label for x, denoted as y(x) = maxk∈K fk(x). A loss
function L(f(θ, x), y) presents the penalty for mismatching between the predicted values f(θ, x)
and original values y, given the model parameters θ.

A-gem [1]. Let us denote Tl = {t1, . . . , tτ−1} s.t. τ < M is a set of tasks that have been
learned. A-gem avoids catastrophic forgetting by storing an episodic memory Mt for each task
t. When minimizing the loss on the current task τ , a typical approach is to treat the losses on the
episodic memories of tasks t < τ , given by L(f(θ,Mt)) = 1

|Mt|
∑
x∈Mt

L(f(θ, x), y), as inequality
constraints. In A-gem, the objective function is as follows:

θ∗ = arg min
θ
L
(
f(θ,Dτ )

)
s.t. L

(
f(θ,M)

)
≤ L

(
fτ−1(θ,M)

)
with M = ∪t<τMt, (1)

where fτ−1 is the model learned after training the task τ − 1, indicating that the model will not
forget previous learned tasks {t1, . . . , τ − 1} with the memory replaying constraint L

(
f(θ,M)

)
≤

L
(
fτ−1(θ,M)

)
. The constrained optimization problem of Eq. 1 can be solved quickly, when the

updated gradient g̃ is as follows:

g̃ = g − g>gref
g>refgref

gref (2)

where g is the the gradient update on the current task τ , gref is a gradient computed using a batch
randomly sampled from the episodic memory M.

Differential Privacy. The definition of DP is as follows:
Definition 1 (ε, δ)-DP [15]. A randomized algorithm A fulfills (ε, δ)-DP, if for any two databases
D and D′ differing at most one tuple, and for all O ⊆ Range(A), we have:

Pr[A(D) = O] ≤ eεPr[A(D′) = O] + δ (3)

Here, ε controls the amount by which the distributions induced by D and D′ may differ, δ is a broken
probability. DP also applies to general metrics ρ(D,D′) ≤ 1, where ρ can be a Hamming metric as
in Definition 1 and lp-norms [25]. DP-preserving algorithms in deep learning can be categorized
into two lines: 1) introducing noise into gradients of parameters [19–22], and 2) injecting noise into
objective functions [16–18]. However, these existing mechanisms have not been designed to preserve
DP in L2M. That is different from our goal in this study.
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Differentially Private Adversarial Learning [23]. In DPAL, DNNs can be represented as: f(x) =
g(a(x, θ1), θ2), where a(x, θ1) is a feature representation learning model with x as an input, and
g will take the output of a(x, θ1) and return the class scores f(x). To preserve DP in training
f(x), DPAL leverage Functional Mechanism [26] to perturb the objective functions of a(·) and g(·),
correspondingly denoted asRBt

(θ1) and LBt
(θ2). In [23],R is the 1st-order polynomial function

of the data reconstruction function (cross-entropy) in an auto-encoder given the batch Bt, and L is
a 2nd-order polynomial objective function at the output layer with a tight sensitivity ∆L ≤ 2|hπ|,
where |hπ| is the number of hidden neurons in the last hidden layer hπ. The total budget to learn
private parameters θ = {θ1, θ2} = arg min{θ1,θ2}(RBt

(θ1) + LBt
(θ2)) is (ε1 + ε1/γ + ε2); where

R and L are the perturbed functions with the privacy budgets ε1 and ε2, given γ = 2∆R
m‖θ1‖1,1

and

‖θ1‖1,1 is the maximum 1-norm of θ1’s columns [27], the global sensitivity ∆R ofR, and the batch
size m of Bt.

Privacy Budget Accumulation. The optimization of DPAL is repeated in T steps, without using
additional information from the original data: (1) It only reads perturbed inputs and perturbed
coefficients; (2) A single draw of noise is used during training; and (3) To avoid leaking information
about the randomness, generated batches are not changed between epochs. Consequently, the privacy
budget consumption is not accumulated at each training step, i.e., independent of T .

3 Differential Private Lifelong Learning
Our DP-preserving mechanism, called DPL2M, is presented in Alg. 3. Given the current learning
task τ ∈ T, our algorithm will scan the data Dτ once in a batch mechanism (Lines 2-4). If τ is
the first task, we optimize our parameters normally with perturbed objective functions RB(θ1) and
LB(θ2) by applying DPAL mechanism on the batch B ∈ B (Lines 5-6). Then, a batch B, randomly
selected from the set of batches B, will be included in the episodic memory M (Lines 11-12). If
τ is not the first task, we take an episodic memory batch Be randomly from a set of batches in M.
Then, we compute g̃1 with Eq. 2 given B, Be, andR, and compute g̃2 with Eq. 2 given B, Be, and
L. Given g̃1 and g̃2, we update the model parameters θ1 and θ2 (Lines 8-10). Finally, we return
(ε1 + ε1/γ + ε2)-DP parameters θ = {θ1, θ2}.
Since generated batches are disjoint and fixed in the training B and in the episodic memory M, our
algorithm closely follows the privacy budget accumulation property of DPAL [23]. In fact, each batch
is considered a disjoint dataset and the total privacy budget is the maximum privacy budget applied in
each of the batch; following the parallel composition in DP [28].

Algorithm 1 DP Lifelong Learning
Input: A sequence of tasks T = {t1, . . . , tM}, databases {D1, . . . , DM}, batch size m, privacy budgets: ε1
and ε2, learning rate %
1: Randomly Initialize θ = {θ1, θ2}, M = ∅
2: for τ ∈ T do
3: B = {B1, . . . , BN/m} s.t. ∀B ∈ B : B is a random batch with the size m, B1 ∩ . . .∩BN/m = ∅, and

B1 ∪ . . . ∪BN/m = Dτ
4: for B ∈ B do
5: if τ == 0 then
6: Descent: θ1 ← θ1 − %∇θ1RB(θ1); θ2 ← θ2 − %∇θ2LB(θ2)
7: else
8: Take an episodic memory batch Be randomly from a set of batches in M
9: Compute g̃1 with Eq. 2 given B, Be, andR; Compute g̃2 with Eq. 2 given B, Be, and L

10: Descent: θ1 ← θ1 − %g̃1; θ2 ← θ2 − %g̃2
11: Take a random batch B ∈ B
12: M = M ∪ {B}

Output: (ε1 + ε1/γ + ε2)-DP parameters θ = {θ1, θ2}

4 Experimental Results
We have carried out an experiment on permuted MNIST [24] and permuted CIFAR-10 datasets.
Permuted MNIST is a variant of MNIST [29] dataset of hand-written digits where each task has a
random permutation of the input pixels which is applied to all the images of that task. We adapt
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(a) Permuted MNIST (20 tasks) (b) Permuted CIFAR-10 (17 tasks)
Figure 1: Average accuracy on the permuted MNIST and CIFAR-10 datasets.

Table 1: Average forgetting measure.
DPL2M (ε = 0.5) DPL2M (ε = 1) DPL2M (ε = 2) A-gem

Permuted MNIST 0.305 ± 0.00886 0.278 ± 0.00907 0.237 ± 0.00586 0.162 ± 0.01096
DPL2M (ε = 4) DPL2M (ε = 10) A-gem

Permuted CIFAR-10 0.057 ± 0.002 0.0369 ± 0.00389 0.133 ± 0.00859

this approach to permute the CIFAR-10 dataset, in which a random permutation of the input pixels
including three color channels is applied to all the images of that task. We call this dataset a permuted
CIFAR-10 dataset. Our DPL2M mechanism is evaluated in comparison with A-gem [1], which is
one of the state-of-the-art L2M algorithm. Note that A-gem does not preserve DP. We apply two
well-applied metrics, including the average accuracy and the average forgetting measure in [30] to
evaluate our proposed algorithm.

Model Configuration. In the permuted MNIST dataset, we used three convolutional layers (32 64,
and 96 features). Each hidden neuron connects with a 5x5 unit patch. A fully-connected layer has
512 units. The batch size m was set to 2,500, and learning rate % = 0.1. In the permuted CIFAR-10,
we used a Resnet-18 network (64, 64, 128, 128, and 160 features) with kernels (4, 3, 3, 3, and 3). One
fully-connected layer has 256 neurons. The batch size m was set to 500, and learning rate % = 0.2.
The number of runs for each experiment is 5.

MNIST. Figure 1a and Table 1 illustrate the average accuracy and forgetting measure of each model
as a function of the privacy budget ε = (ε1 + ε1/γ + ε2) on the MNIST dataset. It is clear that there
is a gap in terms of average accuracy between the A-gem (i.e., a noiseless model) and our DPL2M
models given a small number of tasks. However, the gap is significantly increased when the number of
tasks increased (23.3% at ε = 0.5 with 20 tasks). In addition, the larger privacy budget (i.e., ε = 2.0),
the higher average accuracy we can achieve, compared with smaller privacy budgets (i.e., ε = 0.5).
Even though, our DPL2M model can achieve a relative high average accuracy given a small number
of tasks, the result clearly illustrates that it is challenging to preserve DP in L2M while retaining a
high model utility. The average forgetting measure further strengthens our observation, since our
DPL2M models have a relative high average forgetting value, compared with the noiseless model
A-gem. One potential solution is to increase the number of training epochs on each task. When we
train our DPL2M model with 2 or 3 epochs per task (denoted DPL2M with ε = 0.5, 2 or 3 epochs),
the average accuracy is significantly improved. However, this will come with a computational cost.

CIFAR-10. Results on the CIFAR-10 dataset strengthen our observations (Figures 1b and Table 1).
The only small difference is that the average forgetting values in our DPL2M are better than the
A-gem algorithm. However, this may be caused by the low average accuracy of our DPL2M models
in the permuted CIFAR-10 dataset. In fact, permuted CIFAR-10 tasks are difficult to classify, even
with the noiseless model A-gem. Further investigation is needed to shed light into this problem.

5 Conclusion
In this paper, we established the first connection among DP preservation to protect the training data
and lifelong learning. Our proposed mechanism combines DPAL and A-gem in a holistic way, in
order to preserve DP in L2M. Our model shows promising results and opens a long-term avenue to
achieve better model utility and computational efficiency under strong privacy guarantees in L2M.
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